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0. Abstract  
Bayesian models catches model uncertainty

( recent work : dropout-based variational distribution )

In this paper, evaluate Bayesian DNN trained with

1) Bernoulli drop out
2) Bernoulli drop connect
3) Gaussian drop out
4) Gaussian drop connect
5) (new) spike-and-slab

 

1. Introduction  
BNN learns "distribution over parameters"  offer "uncertainty estimates"

However, these do not scale well! ( difficulty in computing posterior )

 

How to find posterior? Example :

1) HMC (Hamiltonian Monte Carlo) (Neal, 2012)

use the gradient information calculated using back-prop to perform MCMC

2) Approximate method

Variational inference,

3) Dropout, Drop=connect...
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In this paper, "investiage how using MC sampling to model uncertainty affects a network's 
probabilistic predictions"

Use variational distributions, based on 1)~5) ( in 0.Abstract )

 

2. Methods  
2.1 BNN  

using VI,  is learned by maximizing ELBO

(    = minimizing  :    ) 

to estimate the probability of test data, using   use MC sampling

 

 

2.2 Variational Distributions  
number of parameters in DNN  computationally challenging

use "Variational Distribution" to sample easily!

ex) dropout, drop connect...

 

 : mask
 : variational parameters 

( difference of dropout & drop connect : just the probability distribution used to generate the 
Mask ! )
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2.2.1 "Bernoulli" drop out & drop connect  

Drop-out 

Bernoulli
just a special case of drop-connect ( all 's are same)

 

Drop-connect

Bernoulli

 

2.2.2 "Gaussian" drop out & drop connect  

(Srivastava et al, 2014) proposed Gaussian distribution with

mean : 1
variance : 

 

Drop-out

just a special case of drop-connect ( all 's are same)

 

Drop-connect
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2.2.3 Spike-and-Slab Dropout  

Spike-and-Slab distribution

normalized linear combination of "spike" ( of a probability mass at zero )

and "slab" consisting of Gaussian distribution

With probability

 : return 0
 : random sample from 

 

Use "Bernoulli dropout & Gaussian drop connect" to approximate Spike-and-Slab distribution

( by optimizing lower-bound of objective function )

  where
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